**8. Write a program to implement k-Nearest Neighbour algorithm to classify the iris data set. Print both correct and wrong predictions. Java/Python ML library classes can be used for this problem. KNN ALGORITHM**

from sklearn.model\_selection import train\_test\_split

from sklearn.neighbors import KNeighborsClassifier

from sklearn.metrics import classification\_report, confusion\_matrix

from sklearn import datasets

iris=datasets.load\_iris()

iris\_data=iris.data

iris\_labels=iris.target

print(iris\_data)

print(iris\_labels)

x\_train, x\_test, y\_train, y\_test=train\_test\_split(iris\_data,iris\_labels,test\_size=0.30)

classifier=KNeighborsClassifier(n\_neighbors=5)

classifier.fit(x\_train,y\_train)

y\_pred=classifier.predict(x\_test)

print('confusion matrix is as follows')

print(confusion\_matrix(y\_test,y\_pred))

print('Accuracy metrics')

print(classification\_report(y\_test,y\_pred))

Dataset

5.1,3.5,1.4,0.2,Iris-setosa,

4.9,3,1.4,0.2,Iris-setosa,

4.7,3.2,1.3,0.2,Iris-setosa,

4.6,3.1,1.5,0.2,Iris-setosa,

5,3.6,1.4,0.2,Iris-setosa,

5.4,3.9,1.7,0.4,Iris-setosa,

4.6,3.4,1.4,0.3,Iris-setosa,

5,3.4,1.5,0.2,Iris-setosa,

4.4,2.9,1.4,0.2,Iris-setosa,

4.9,3.1,1.5,0.1,Iris-setosa,

5.4,3.7,1.5,0.2,Iris-setosa,

4.8,3.4,1.6,0.2,Iris-setosa,

4.8,3,1.4,0.1,Iris-setosa,

4.3,3,1.1,0.1,Iris-setosa,

5.8,4,1.2,0.2,Iris-setosa,

5.7,4.4,1.5,0.4,Iris-setosa,

5.4,3.9,1.3,0.4,Iris-setosa,

5.1,3.5,1.4,0.3,Iris-setosa,

5.7,3.8,1.7,0.3,Iris-setosa,

5.1,3.8,1.5,0.3,Iris-setosa,

5.4,3.4,1.7,0.2,Iris-setosa,

5.1,3.7,1.5,0.4,Iris-setosa,

4.6,3.6,1,0.2,Iris-setosa,

5.1,3.3,1.7,0.5,Iris-setosa,

4.8,3.4,1.9,0.2,Iris-setosa,

5,3,1.6,0.2,Iris-setosa,

5,3.4,1.6,0.4,Iris-setosa,

5.2,3.5,1.5,0.2,Iris-setosa,

5.2,3.4,1.4,0.2,Iris-setosa,

4.7,3.2,1.6,0.2,Iris-setosa,

4.8,3.1,1.6,0.2,Iris-setosa,

5.4,3.4,1.5,0.4,Iris-setosa,

5.2,4.1,1.5,0.1,Iris-setosa,

5.5,4.2,1.4,0.2,Iris-setosa,

4.9,3.1,1.5,0.1,Iris-setosa,

5,3.2,1.2,0.2,Iris-setosa,

5.5,3.5,1.3,0.2,Iris-setosa,

4.9,3.1,1.5,0.1,Iris-setosa,

4.4,3,1.3,0.2,Iris-setosa,

5.1,3.4,1.5,0.2,Iris-setosa,

5,3.5,1.3,0.3,Iris-setosa,

4.5,2.3,1.3,0.3,Iris-setosa,

4.4,3.2,1.3,0.2,Iris-setosa,

5,3.5,1.6,0.6,Iris-setosa,

5.1,3.8,1.9,0.4,Iris-setosa,

4.8,3,1.4,0.3,Iris-setosa,

5.1,3.8,1.6,0.2,Iris-setosa,

4.6,3.2,1.4,0.2,Iris-setosa,

5.3,3.7,1.5,0.2,Iris-setosa,

5,3.3,1.4,0.2,Iris-setosa,

7,3.2,4.7,1.4,Iris-versicolor,

6.4,3.2,4.5,1.5,Iris-versicolor,

6.9,3.1,4.9,1.5,Iris-versicolor,

5.5,2.3,4,1.3,Iris-versicolor,

6.5,2.8,4.6,1.5,Iris-versicolor,

5.7,2.8,4.5,1.3,Iris-versicolor,

6.3,3.3,4.7,1.6,Iris-versicolor,

4.9,2.4,3.3,1,Iris-versicolor,

6.6,2.9,4.6,1.3,Iris-versicolor,

5.2,2.7,3.9,1.4,Iris-versicolor,

5,2,3.5,1,Iris-versicolor,

5.9,3,4.2,1.5,Iris-versicolor,

6,2.2,4,1,Iris-versicolor,

6.1,2.9,4.7,1.4,Iris-versicolor,

5.6,2.9,3.6,1.3,Iris-versicolor,

6.7,3.1,4.4,1.4,Iris-versicolor,

5.6,3,4.5,1.5,Iris-versicolor,

5.8,2.7,4.1,1,Iris-versicolor,

6.2,2.2,4.5,1.5,Iris-versicolor,

5.6,2.5,3.9,1.1,Iris-versicolor,

5.9,3.2,4.8,1.8,Iris-versicolor,

6.1,2.8,4,1.3,Iris-versicolor,

6.3,2.5,4.9,1.5,Iris-versicolor,

6.1,2.8,4.7,1.2,Iris-versicolor,

6.4,2.9,4.3,1.3,Iris-versicolor,

6.6,3,4.4,1.4,Iris-versicolor,

6.8,2.8,4.8,1.4,Iris-versicolor,

6.7,3,5,1.7,Iris-versicolor,

6,2.9,4.5,1.5,Iris-versicolor,

5.7,2.6,3.5,1,Iris-versicolor,

5.5,2.4,3.8,1.1,Iris-versicolor,

5.5,2.4,3.7,1,Iris-versicolor,

5.8,2.7,3.9,1.2,Iris-versicolor,

6,2.7,5.1,1.6,Iris-versicolor,

5.4,3,4.5,1.5,Iris-versicolor,

6,3.4,4.5,1.6,Iris-versicolor,

6.7,3.1,4.7,1.5,Iris-versicolor,

6.3,2.3,4.4,1.3,Iris-versicolor,

5.6,3,4.1,1.3,Iris-versicolor,

5.5,2.5,4,1.3,Iris-versicolor,

5.5,2.6,4.4,1.2,Iris-versicolor,

6.1,3,4.6,1.4,Iris-versicolor,

5.8,2.6,4,1.2,Iris-versicolor,

5,2.3,3.3,1,Iris-versicolor,

5.6,2.7,4.2,1.3,Iris-versicolor,

5.7,3,4.2,1.2,Iris-versicolor,

5.7,2.9,4.2,1.3,Iris-versicolor,

6.2,2.9,4.3,1.3,Iris-versicolor,

5.1,2.5,3,1.1,Iris-versicolor,

5.7,2.8,4.1,1.3,Iris-versicolor,

6.3,3.3,6,2.5,Iris-virginica,

5.8,2.7,5.1,1.9,Iris-virginica,

7.1,3,5.9,2.1,Iris-virginica,

6.3,2.9,5.6,1.8,Iris-virginica,

6.5,3,5.8,2.2,Iris-virginica,

7.6,3,6.6,2.1,Iris-virginica,

4.9,2.5,4.5,1.7,Iris-virginica,

7.3,2.9,6.3,1.8,Iris-virginica,

6.7,2.5,5.8,1.8,Iris-virginica,

7.2,3.6,6.1,2.5,Iris-virginica,

6.5,3.2,5.1,2,Iris-virginica,

6.4,2.7,5.3,1.9,Iris-virginica,

6.8,3,5.5,2.1,Iris-virginica,

5.7,2.5,5,2,Iris-virginica,

5.8,2.8,5.1,2.4,Iris-virginica,

6.4,3.2,5.3,2.3,Iris-virginica,

6.5,3,5.5,1.8,Iris-virginica,

7.7,3.8,6.7,2.2,Iris-virginica,

7.7,2.6,6.9,2.3,Iris-virginica,

6,2.2,5,1.5,Iris-virginica,

6.9,3.2,5.7,2.3,Iris-virginica,

5.6,2.8,4.9,2,Iris-virginica,

7.7,2.8,6.7,2,Iris-virginica,

6.3,2.7,4.9,1.8,Iris-virginica,

6.7,3.3,5.7,2.1,Iris-virginica,

7.2,3.2,6,1.8,Iris-virginica,

6.2,2.8,4.8,1.8,Iris-virginica,

6.1,3,4.9,1.8,Iris-virginica,

6.4,2.8,5.6,2.1,Iris-virginica,

7.2,3,5.8,1.6,Iris-virginica,

7.4,2.8,6.1,1.9,Iris-virginica,

7.9,3.8,6.4,2,Iris-virginica,

6.4,2.8,5.6,2.2,Iris-virginica,

6.3,2.8,5.1,1.5,Iris-virginica,

6.1,2.6,5.6,1.4,Iris-virginica,

7.7,3,6.1,2.3,Iris-virginica,

6.3,3.4,5.6,2.4,Iris-virginica,

6.4,3.1,5.5,1.8,Iris-virginica,

6,3,4.8,1.8,Iris-virginica,

6.9,3.1,5.4,2.1,Iris-virginica,

6.7,3.1,5.6,2.4,Iris-virginica,

6.9,3.1,5.1,2.3,Iris-virginica,

5.8,2.7,5.1,1.9,Iris-virginica,

6.8,3.2,5.9,2.3,Iris-virginica,

6.7,3.3,5.7,2.5,Iris-virginica,

6.7,3,5.2,2.3,Iris-virginica,

6.3,2.5,5,1.9,Iris-virginica,

6.5,3,5.2,2,Iris-virginica,

6.2,3.4,5.4,2.3,Iris-virginica,

5.9,3,5.1,1.8,Iris-virginica,

**Output**

[[5.1 3.5 1.4 0.2]

[4.9 3. 1.4 0.2]

[4.7 3.2 1.3 0.2]

[4.6 3.1 1.5 0.2]

[5. 3.6 1.4 0.2]

[5.4 3.9 1.7 0.4]

[4.6 3.4 1.4 0.3]

[5. 3.4 1.5 0.2]

[4.4 2.9 1.4 0.2]

[4.9 3.1 1.5 0.1]

[5.4 3.7 1.5 0.2]

[4.8 3.4 1.6 0.2]

[4.8 3. 1.4 0.1]

[4.3 3. 1.1 0.1]

[5.8 4. 1.2 0.2]

[5.7 4.4 1.5 0.4]

[5.4 3.9 1.3 0.4]

[5.1 3.5 1.4 0.3]

[5.7 3.8 1.7 0.3]

[5.1 3.8 1.5 0.3]

[5.4 3.4 1.7 0.2]

[5.1 3.7 1.5 0.4]

[4.6 3.6 1. 0.2]

[5.1 3.3 1.7 0.5]

[4.8 3.4 1.9 0.2]

[5. 3. 1.6 0.2]

[5. 3.4 1.6 0.4]

[5.2 3.5 1.5 0.2]

[5.2 3.4 1.4 0.2]

[4.7 3.2 1.6 0.2]

[4.8 3.1 1.6 0.2]

[5.4 3.4 1.5 0.4]

[5.2 4.1 1.5 0.1]

[5.5 4.2 1.4 0.2]

[4.9 3.1 1.5 0.2]

[5. 3.2 1.2 0.2]

[5.5 3.5 1.3 0.2]

[4.9 3.6 1.4 0.1]

[4.4 3. 1.3 0.2]

[5.1 3.4 1.5 0.2]

[5. 3.5 1.3 0.3]

[4.5 2.3 1.3 0.3]

[4.4 3.2 1.3 0.2]

[5. 3.5 1.6 0.6]

[5.1 3.8 1.9 0.4]

[4.8 3. 1.4 0.3]

[5.1 3.8 1.6 0.2]

[4.6 3.2 1.4 0.2]

[5.3 3.7 1.5 0.2]

[5. 3.3 1.4 0.2]

[7. 3.2 4.7 1.4]

[6.4 3.2 4.5 1.5]

[6.9 3.1 4.9 1.5]

[5.5 2.3 4. 1.3]

[6.5 2.8 4.6 1.5]

[5.7 2.8 4.5 1.3]

[6.3 3.3 4.7 1.6]

[4.9 2.4 3.3 1. ]

[6.6 2.9 4.6 1.3]

[5.2 2.7 3.9 1.4]

[5. 2. 3.5 1. ]

[5.9 3. 4.2 1.5]

[6. 2.2 4. 1. ]

[6.1 2.9 4.7 1.4]

[5.6 2.9 3.6 1.3]

[6.7 3.1 4.4 1.4]

[5.6 3. 4.5 1.5]

[5.8 2.7 4.1 1. ]

[6.2 2.2 4.5 1.5]

[5.6 2.5 3.9 1.1]

[5.9 3.2 4.8 1.8]

[6.1 2.8 4. 1.3]

[6.3 2.5 4.9 1.5]

[6.1 2.8 4.7 1.2]

[6.4 2.9 4.3 1.3]

[6.6 3. 4.4 1.4]

[6.8 2.8 4.8 1.4]

[6.7 3. 5. 1.7]

[6. 2.9 4.5 1.5]

[5.7 2.6 3.5 1. ]

[5.5 2.4 3.8 1.1]

[5.5 2.4 3.7 1. ]

[5.8 2.7 3.9 1.2]

[6. 2.7 5.1 1.6]

[5.4 3. 4.5 1.5]

[6. 3.4 4.5 1.6]

[6.7 3.1 4.7 1.5]

[6.3 2.3 4.4 1.3]

[5.6 3. 4.1 1.3]

[5.5 2.5 4. 1.3]

[5.5 2.6 4.4 1.2]

[6.1 3. 4.6 1.4]

[5.8 2.6 4. 1.2]

[5. 2.3 3.3 1. ]

[5.6 2.7 4.2 1.3]

[5.7 3. 4.2 1.2]

[5.7 2.9 4.2 1.3]

[6.2 2.9 4.3 1.3]

[5.1 2.5 3. 1.1]

[5.7 2.8 4.1 1.3]

[6.3 3.3 6. 2.5]

[5.8 2.7 5.1 1.9]

[7.1 3. 5.9 2.1]

[6.3 2.9 5.6 1.8]

[6.5 3. 5.8 2.2]

[7.6 3. 6.6 2.1]

[4.9 2.5 4.5 1.7]

[7.3 2.9 6.3 1.8]

[6.7 2.5 5.8 1.8]

[7.2 3.6 6.1 2.5]

[6.5 3.2 5.1 2. ]

[6.4 2.7 5.3 1.9]

[6.8 3. 5.5 2.1]

[5.7 2.5 5. 2. ]

[5.8 2.8 5.1 2.4]

[6.4 3.2 5.3 2.3]

[6.5 3. 5.5 1.8]

[7.7 3.8 6.7 2.2]

[7.7 2.6 6.9 2.3]

[6. 2.2 5. 1.5]

[6.9 3.2 5.7 2.3]

[5.6 2.8 4.9 2. ]

[7.7 2.8 6.7 2. ]

[6.3 2.7 4.9 1.8]

[6.7 3.3 5.7 2.1]

[7.2 3.2 6. 1.8]

[6.2 2.8 4.8 1.8]

[6.1 3. 4.9 1.8]

[6.4 2.8 5.6 2.1]

[7.2 3. 5.8 1.6]

[7.4 2.8 6.1 1.9]

[7.9 3.8 6.4 2. ]

[6.4 2.8 5.6 2.2]

[6.3 2.8 5.1 1.5]

[6.1 2.6 5.6 1.4]

[7.7 3. 6.1 2.3]

[6.3 3.4 5.6 2.4]

[6.4 3.1 5.5 1.8]

[6. 3. 4.8 1.8]

[6.9 3.1 5.4 2.1]

[6.7 3.1 5.6 2.4]

[6.9 3.1 5.1 2.3]

[5.8 2.7 5.1 1.9]

[6.8 3.2 5.9 2.3]

[6.7 3.3 5.7 2.5]

[6.7 3. 5.2 2.3]

[6.3 2.5 5. 1.9]

[6.5 3. 5.2 2. ]

[6.2 3.4 5.4 2.3]

[5.9 3. 5.1 1.8]]

[0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

2 2]

confusion matrix is as follows

[[17 0 0]

[ 0 13 0]

[ 0 2 13]]

Accuracy metrics

precision recall f1-score support

0 1.00 1.00 1.00 17

1 0.87 1.00 0.93 13

2 1.00 0.87 0.93 15

accuracy 0.96 45

macro avg 0.96 0.96 0.95 45

weighted avg 0.96 0.96 0.96 45

In [2]:

![](data:image/x-wmf;base64,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)

1

**from** sklearn.model\_selection **import** train\_test\_split

2

**from** sklearn.n